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1 Introduction  

To address workflow interoperability the SHIWA project created two interoperability 
concepts: Coarse-Grained (CGI) and Fine-Grained Interoperability (FGI). The CGI concept is 
based on workflow engine integration. It manages workflows as black boxes, i.e. e-scientists 
have to use the workflows as they are and they cannot change them. The FGI concept is 
based on workflow translation. It is a white box approach which enables modification of 
workflows. The SHIWA project developed and deployed a production-level CGI service on 
the SHIWA Simulation Platform (SSP), and offers a prototype-level FGI solution. The 
production-level CGI service is publicly available and used by several European research 
communities, such as Computational Chemistry, Life Science etc. Further, the paper will 
present the CGI solution and how the simulation platform supports it. 

Figure 1 presents the CGI usage scenario. We consider the host workflow engine and its 
workflows as native ones while all other workflows and workflow engines as non-native 
ones. CGI enables execution of a single non-native workflow, or a meta-workflow that may 
contain a combination of native jobs (J1 in Fig. 1), native workflows (WF2 and WF3 in Fig 1) 
and non-native workflows as nodes of the native workflow (W4 in Fig 1). The host workflow 
engine manages the execution of native jobs and native workflows in the usual way while it 
handles non-native workflows and their workflow engines as legacy code applications 
because they are executed in their native environment using metadata. This requires only a 
formal description of both the non-native workflow and non-native workflow engine. As a 
result, they can be easily deployed and managed without re-engineering their code or even 
without accessing and understanding the source code. 

The CGI concept is supported by a submission service and its client that manages non-native 
workflows and non-native workflow engines as legacy codes using their description. The 
workflow description defines the abstract and concrete workflow, the workflow engine that 
can run the workflow, and should contain the relevant configuration and dependency data. 
The workflow engine description also contains dependencies of the DCI nodes where the 
workflow engine runs. These descriptions are uploaded into a repository and made publicly 
available. The submission service is accessed via the submission client. It contacts the 
repository where descriptions of non-native workflows and non-native workflow engines 
are stored. To enable workflow execution the CGI approach associates workflows with 
workflow engines that can execute them. Every workflow engine has its own interpreter 
back-end which manages execution of its own workflows as interpreted legacy codes. The 
submission service retrieves the description of interpreted legacy codes (workflows) and 
interpreter legacy codes (workflow engines). It associates the workflow with the workflow 
engine which can execute it and submits the workflow to this workflow engine having 
information where instances of the non-native workflow engine reside or on which 
computational resources non-native workflows can be executed. 

Figure 1 illustrates how a published non-native workflow (WF4) of a non-native workflow 
system (workflow system B) can be executed through the native workflow system (workflow 
system A). Whenever the workflow engine A reaches the workflow node WF4, it contacts 
the submission service through its client. Next, the submission service retrieves the legacy 
code description and input data of workflow WF4 from the repository and parameterizes it. 
Then, the service either invokes the pre-deployed workflow engine on the DCI resource 
selected by the user or submits the workflow engine to a DCI resource to execute workflow 
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WF4. Finally, when the workflow execution is finished the submission service collects and 
transfers the results to the native workflow system (workflow system A). 

 

Figure 1: Coarse-grained Workflow Interoperability Usage Scenario 

To support the CGI approach we integrated the GEMLCA Service (submission service that 
executes non-native workflows), the SHIWA Repository (workflow repository that holds 
workflow and workflow engine data), and the SHIWA Portal (development and execution 
environment that enables editing and running meta-workflows). Further details of these 
components and the relevant scenarios are given in Section 4 and 5.  

The major advantage of the CGI concept is its flexibility. It does not require any coding to 
CGI enable workflows and workflow engines. It takes up to one ς two weeks to develop CGI 
support for a new workflow engine and only a few hours to enable the execution of a new 
non-native workflow on the SHIWA Simulation Platform. Currently the CGI concept is the 
only production level solution which supports workflow interoperability. 

 

Figure 2: Combining workflows and workflow engines 

The CGI approach enables invocation of non-native workflows or their embedding in meta-
workflows through the SHIWA portal. To support this approach GEMLCA was extended with 
a GIB (Generic Interpreter Backend) to enable the independent definition of workflows and 
workflow engines. In GIB workflow engines are represented as interpreter back-ends while 
workflows as interpreted legacy codes. Interpreter legacy codes are published as interpreter 
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back-ends and are included in both the list of back-ends and the list of legacy codes. Every 
workflow engine has its own interpreter backend which manages execution of its own 
workflows. Before submission GIB combines the description of interpreted legacy codes 
(workflows) with the description of interpreter legacy codes (workflow engines) and then 
submits this combined legacy code. This is illustrated on in Figure 2. 

Executing a non-native workflow the SHIWA Portal connects to the GEMLCA Submission 
Service where both the workflow and the workflow engine are deployed. The submission 
service knows where the instances of the workflow engine reside and on which 
computational resources those instances can be executed and/or submitted to. The 
submission service receives the workflow input data, parameterizes and executes the 
engine on the selected computational site using the required grid submitter (currently GT2 
and GT4 are supported). When the workflow execution is finished the results are gathered 
and transferred to the site where the next computational nodes in the WS-PGRADE 
workflow will process them. 

 

Figure 3: Executing a meta-workflow 
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2 How to  get an access to the SHIWA Portal  

2.1 Apply for a grid certificate  from your local Certificate Authority  

¶ If you do not have a grid certificate from your local Certificate Authority please apply 
for a certificate  

https://ca.grid-support.ac.uk/cgi-bin/pub/pki?cmd=getStaticPage&name=index. 

o If you cannot get certificate from your local CA, please send an e-mail 
message to Noam Weingarten weingan@wmin.ac.uk. 

2.2 Register to the WestFocus Virtual Organization  
User should apply for Westfocus VO membership to be able to submit and execute 
workflows on the SHIWA Simulation Platform. They should follow the instructions given 
below: 

¶ Go to http://www.ngs.ac.uk/use/cacerts. Download and install the CA (Certification 
Authority) and the Root certificates. Install UK Root CA, UK eScience 2A, and UK 
eScience 2B certificates. 

¶ Go to https://voms.gridpp.ac.uk:8443/voms/westfocus.westminster.ac.uk/ using the 
browser which has your user certificate, and also the NGS root and CA certificates 
installed. 

¶ Your Distinguished name (DN) should be automatically read from your certificate 
and displayed, as should your Certificate Authority (CA). 

¶ Give your email address and your institute name.  

¶ If you agree to the VO's usage rules, tick the box to accept them, and click 
άwŜƎƛǎǘŜǊΗέΦ 

¶ VO registration request will be sent to the VO manager, and it will be approved 
shortly.  

User should notify the Westfocus system administrator about the VO membership request 
and him to accept the request. Please contact Thierry Delaitre 
T.Delaitre@westminster.ac.uk. 

https://ca.grid-support.ac.uk/cgi-bin/pub/pki?cmd=getStaticPage&name=index
mailto:weingan@wmin.ac.uk
http://www.ngs.ac.uk/use/cacerts
https://voms.gridpp.ac.uk:8443/voms/westfocus.westminster.ac.uk/
mailto:T.Delaitre@westminster.ac.uk
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2.3 Creation of a portal account  
On the Welcome page of the portal, click on Sign In located at the top right of the page to 
open the login page. 

 

Then, click on Create Account to access the account creation page. 

 

Fill all required field and click on Save to validate your account. 
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A default password will be automatically attributed to your account for your first login and 
sent to your email address. 

 

2.4 Portal tutorial for new users  
Users who are new to the SHIWA Portal will need to follow the SHIWA Portal tutorial to 
upload your certificate to the MyProxy Server, before the workflow interoperability tutorial. 

The present tutorial explains how the solution can be utilized and how different kinds of 
workflow engines can be executed as WS-PGRADE sub-workflows. 

Note: The MyProxy Server myproxy.ngs.ac.uk is the official SHIWA MyProxy Server. 

If you already have a proxy certificate uploaded to a MyProxy server, it is still up there. 

This tutorial will explain the functionalities of the WS-Pgrade portal. 

http://www.ngs.ac.uk/use/tools/certwizard
http://netcologne.dl.sourceforge.net/project/guse/3.5.2/Documentation/Portal_User_Manual_v3.5.2.pdf
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3 SHIWA Portal  Manual  

3.1 Login 
The URL of the SHIWA Portal is http://ssp.shiwa-workflow.eu. 

The first time you login, you will be required to read and accept the usage policy and setup a 
security question. 

 

3.2 Download certificate from MyProxy server  
Click on the Security -> Certificate tab to open the Certificate page. 

 

On the Certificate page, click on the Download button to open the Download certificate 
page. 

 

http://ssp.shiwa-workflow.eu/
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On the Download certificate page, specify the following parameters: 

Hostname:   myproxy.ngs.ac.uk 
Login:           your login name associated to your certificate 
Password:    your password associated to your login name 

Click on the Download button to download your certificate on the SHIWA Portal. 

 

3.3 Associate your certi ficate to a Virtual Organization  
To be able to submit workflows, you have to associate the certificate with a Virtual 
Organization. 

By clicking on the Associate to VO button, you open the Setting Certificate for Grid page. 

 

For the execution of a native workflow, you need to associate your certificate with the 
WestFocus VO (click on the following link to apply for the VO). Select WestFocus and then 
click on the OK button to move the Confirm certificate page. 

https://voms.ngs.ac.uk:8443/voms/westfocus.westminster.ac.uk
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If you would like to execute non-native workflows through GEMLCA, then you need to 
associate your certificate, using the previously explained steps with  
gemlca-devel.cpc.wmin.ac.uk:8443. 

3.4 Draw  a workflow graph  
Click on the Workflow tab -> Graph to open the Graph Editor page. 

 

Click on the Graph Editor button to start the Java Web Start based workflow editor to be 
able to create the workflow graph. 

 






















































